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Abstract—The maintenance problem with safety-critical components is significant for the economical benefit of companies. Motivated by a practical asset maintenance project, a new joint replacement maintenance problem is introduced in this paper. The dynamics of the problem are modelled as a Markov decision process, whose action space increases exponentially with the number of safety-critical components in the asset. To deal with the curse of dimensionality, we identify a key property of the optimal solution: the optimal performance can always be achieved in a class of policies which satisfy the so-called shortest-remaining-lifetime-first (SRLF) rule. It reduces the action space from $O(2^n)$ to $O(n^2)$, where $n$ is the number of safety-critical components. To further speed up the optimization procedure, some interesting properties of the optimal policy are derived. Combining the SRLF rule and the neuro-dynamic programming (NDP) methodology, we develop an efficient on-line algorithm to optimize this maintenance problem. This algorithm can handle the difficulties of large state space and large action space. Besides the theoretical proof, the optimality and efficiency of the SRLF rule and the properties of the optimal policy are also illustrated by numerical examples. This work can shed some insights to the maintenance problems in a more general situation.

Note to Practitioners—Motivated by a practical asset maintenance problem, we introduce a new joint replacement maintenance model in this paper. This problem can be extended to other maintenance problems with safety-critical components and has important economical benefit for companies. During the optimization of joint replacement problems, the action space will grow exponentially with the system size. It makes the action selection very inefficient. This large action space problem is little addressed in the literature. We identify the SRLF rule which can reduce the action space to the linear size of the number of components. This rule can preserve the optimal actions in the reduced action space and make the action selection efficient. Based on this rule, we derive some properties of the optimal policy. These properties can be used to improve the efficiency of optimization algorithms. The SRLF rule is just a heuristic for the action selection. In the practical application, it should be combined with other optimization algorithms. This paper discusses its combination with NDP algorithm, which is usually used to deal with the large-scale stochastic optimization problems. This combined algorithm can handle the problems of large state space and large action space. The simulation experiments demonstrate its efficiency and scalability, but, when the practitioners use the NDP algorithm, it should be noted that the selection of basis functions (features) is quite empirical. It heavily depends on the practitioners’ experiences on the studied problem.

Index Terms—Joint replacement, maintenance actions, Markov decision processes, neuro-dynamic programming.

I. INTRODUCTION

In the past several decades, the optimization of maintenance problems has been extensively studied in the literature [6], [7], [19], [23]. This optimization problem is significant to improve the operation efficiency of systems and is very important in the area of industry, military, and so on. The maintenance problem for assets (e.g., jet engines or generators) is one kind of important maintenance problem. It pursues the optimal policy such that the maintenance cost is minimized, while keeping the asset in a good working condition. In this paper, we study an asset maintenance model with safety-critical components, which is illustrated in Fig. 1. This model is derived from a practical maintenance project reported previously in [20] and [22]. Since the total cost of a typical contract between the customer and the asset providers may exceed billions of dollars [3], this optimization problem has great economical importance.

As illustrated by Fig. 1, there are many safety-critical components with different new lifetimes and prices in an asset. When the asset is working, the remaining lifetimes of safety-critical components decrease linearly with time. The asset stops working when there is one expired component (i.e., its remaining lifetime is zero) or emergent failure (take the jet engine as an example: birds hit the engine, the engine gets stuck, and we should stop the engine to clean the mess). The asset is then sent to the workshop for maintenance, which causes a shop visit. During the shop visit period, the asset is disassembled into components. A maintenance policy determines...
which components should be replaced by new ones. Then the asset is assembled and this shop visit is finished. After the asset is installed again and works for some time, some components may expire or there is an emergent failure again, which causes another shop visit. The following procedures are similar to those described as above. This is the asset maintenance procedure. 

At each shop visit, the maintenance cost includes the prices of new components for replacement and a fixed cost for shop visit. The assets such as jet engines or generators are very expensive. Therefore, the manufacturer usually signs a contract with the customer, such as electric utilities, airline companies, etc., to cover the maintenance cost of the asset for several years. Then, as an optimization problem to the maintenance service provider, the goal is to find the optimal maintenance policy that minimizes the total cost during the whole contract period. Since the asset is safety-critical, we assume that the probability of random failure of components is small enough to be negligible. It is different from the maintenance problems discussed in some literature. In our model, the random failure of the asset is only caused by the emergency whose probability is independent of the states of components. For further explanations on the reasonability of these assumptions, please refer to Section II-A and [20] and [22].

This problem is a multicomponents maintenance problem which is known as a difficult optimization problem in the literature [8], [11], [12], [18]. The difficulty is mainly due to the correlation among the replacement decisions of different components. In the literature, the problem with two identical components is first studied and the derived policy has a control-limit structure. When the number of components increases, the problem becomes very complex and has no simple policy structure. It is difficult to obtain the optimal policy analytically and some research efforts are given to find the heuristic rules [12]. For the optimization of our problem, [20] and [22] discuss it with two kinds of methods. Reference [20] introduces a “one-stage analysis” method for this optimization problem. It uses a rollout simulation to evaluate the average cost until to the next stage shop visit and chooses a good action from the simulation results. This method can be viewed as a feasible approach for large-scale maintenance problems, but it just can achieve a suboptimal performance. Our method introduced in this paper can be combined with this method to reduce the computation of evaluation for the feasible actions. It can improve the efficiency of this “one-stage analysis” method. Reference [22] uses the Lagrangian relaxation method to decompose the original problem into subproblems, and optimizes these subproblems to reduce the global cost. This approach is also suboptimal and its performance is not very satisfactory when the problem scale increases. This approach can also combine our method to improve the efficiency of the construction of feasible solutions.

As we know, the maintenance problem can be modelled as an MDP problem [9], [13]. We present an MDP model for this asset maintenance problem in Section II-B. The MDP problem is extremely challenging due to the large state space and the large action space. It is interesting to note that in the literature of MDP, many efforts (for example, NDP [2], [16]) focus on the problem of large state space, while the problem of large action space is little addressed. The main contribution of this paper is that we find a rule named SRLF to cut down the action space from $O(2^n)$ to $O(n)$, and combine the NDP algorithm with SRLF rule to handle this large-scale maintenance problem. We show that the optimal value to the maintenance problem can always be achieved by the policies obeying this rule. Since the NDP methodology has a theoretical guarantee for its convergence, this combined algorithm is also expected to have the global optimal performance. Moreover, this rule can also be combined with other algorithms, such as the approaches in [20], [22], to improve the efficiency of the algorithms. The proof of the optimality of the SRLF rule is given in Section III. To further speed up the optimization procedure, we derive some other properties of the optimal policy in Section IV-A. One of these properties is that the optimal value function is nonincreasing with respect to the remaining lifetimes of components. Another property is that the optimal policy is monotone when we only change the remaining lifetime of one of the components. In Section IV-B, we also give some general conditions where the SRLF rule is still effective. It brings the rule to a more general application situation. Furthermore, we discuss the limitation and future work of the SRLF rule in Section IV-C. In Section V, we develop an on-line algorithm which combines the advantages of NDP techniques and the SRLF rule. This algorithm is promising to solve the large-scale maintenance problem. To demonstrate the efficiency of the SRLF rule, we give some simulation experiments in Section VI. Finally, we conclude this paper with Section VII.

II. MODEL DESCRIPTION

In this section, we first introduce the asset maintenance problem in more detail, especially the difference from the maintenance models addressed in some of the literature. Then we present the MDP model of this problem.

A. Description of the Asset Maintenance Problem

In our practical asset maintenance project, an asset consists of many components. We focus on the replacement of so-called safety-critical components. These components are critical for the asset safety. In order to guarantee the safety of the asset, each new component $i$ has a maximum working lifetime $s^0(i)$, which is also called the new lifetime of component $i$. $s^0(i)$ is specified according to the statistics of the asset, so we can view it as a known parameter. We assume that the components are not interdependent and the remaining lifetimes of components decrease linearly with time. This assumption is acceptable for the safety-critical components since these components are very complex.
stable during the normal operation process and the interdependency among components can be neglected. If the component \( i \) has worked for time \( s^0(i) \), its remaining lifetime reaches zero. It should be replaced immediately by a new component \( i \). When the asset is working, it is assumed that the components do not encounter any random failure. This assumption is different from that in some literature of maintenance problems where the exponentially distributed random failure is assumed for each component. In fact, the practical failure probability of components usually has a bathtub-shaped pattern, which is illustrated in Fig. 2.

In this figure, section A is the infant mortality period and its failure probability is quite high. Section B is the stable failure period and its failure probability is a very small constant. Section C is the wear out period and its failure probability increases rapidly with time. In our practical project, our industry partners guarantee that during the working period \( s^0(i) \) of the component \( i \), its failure probability is small enough that we can neglect it. This assumption is quite reasonable for the high-safety required asset.

However, the whole asset may fail due to the random emergent events. For example, when a bird is inhaled into the jet engine, we should disassemble the engine to clean the mess. But it does not affect the remaining lifetimes of components, because the asset has a special design to protect its safety-critical components. The probability of these random emergent events is assumed to be a constant. It is independent of the remaining lifetimes of components. This assumption is reasonable because the working state of the asset is quite stable during its normal operation period. When the remaining lifetimes of components are all positive, these components do not encounter any failure. Therefore, the random failure of the asset is caused only by the uniformly distributed emergent events.

The remaining lifetime of each component decreases linearly with time when the asset is working. When the remaining lifetime of one of the components reaches zero or the asset encounters a random failure, the asset should be sent to the workshop for maintenance. During the maintenance period, we need to decide which components in the asset should be replaced. Obviously, it is required that the expired components should be replaced. Moreover, considering the cost for shop visit, it is economical to replace some components whose remaining lifetimes are quite small. It can prevent the next shop visit from occurring soon and reduce the number of shop visits. We call this a joint replacement. The lifetime and price of each new component may be different. We assume that the capacity of the maintenance workshop is adequate and the maintenance time is negligible.

In each maintenance period the maintenance cost has two terms: the cost of shop visit and the cost of new components which are used to replace the old ones. The cost of shop visit is a fixed value, which consists of the disassembling cost of the asset (e.g., cost to take a jet engine from the aircraft), the transportation cost from the working site to the workshop, and the cost for the asset being out of service. The cost of new components is the sum of prices of the new components for replacement.

In this model, the action variable is the replacement decision of each component when a shop visit occurs. The objective function is the total maintenance cost during the contract period of the asset. Our optimization problem is how to make replacement decision at each shop visit time in order to minimize the total maintenance cost during the contract period of the asset.

B. Markov Decision Model

A Markov decision model is used to formulate this asset maintenance problem. First, we give the following notations which are used in the rest of the paper.

Notations

- \( n \): Number of components in the asset.
- \( T \): Period of the contract.
- \( t \): Time unit in the total maintenance procedure, \( t = 0, 1, 2, \ldots, T \).
- \( p \): Random failure probability of the asset in each time unit.
- \( w_t \): Indicator of the asset being in the workshop for maintenance at time \( t \). If the asset encounters a random failure or one of its components is expired, we let \( w_t = 1 \). Otherwise, \( w_t = 0 \).
- \( T_u \): Time when the \( u \)th shop visit happens and the maintenance action has not been executed, \( u = 1, 2, \ldots \). It is easy to know that if \( w_t = 1 \), then \( t \in \{ T_u, u = 1, 2, \ldots \} \).
- \( T^+_u \): Time just after the \( u \)th shop visit happens and the maintenance action has been executed. The difference between \( T^+_u \) and \( T_u \) is infinitely small.
- \( c_0 \): Fixed cost for each shop visit.
- \( c \): Price vector of new components. It is an \( n \)-by-1 vector whose element \( c(i) \) is the price of component \( i, i = 1, 2, \ldots, n \).
- \( s^0 \): New lifetime vector of all components. It is an \( n \)-by-1 vector whose element \( s^0(i) \) is a constant representing the new lifetime of component \( i, 0 < s^0(i) \leq T, i = 1, 2, \ldots, n \).
- \( s_t \): Remaining lifetime vector of all components at time \( t \). It is an \( n \)-by-1 vector whose element \( s_t(i) \) is the remaining lifetime of component \( i \) at time \( t, i = 1, 2, \ldots, n \).

Fig. 2. Bathtub-shaped failure probability of components.
Decision vector of all components at the shop visit time $T_{w_t}$. It is an $n$-by-1 vector whose element $d_{T_{w_t}}(i)$ is the replacement decision of component $i$ at time $T_{w_t}, t = 1, 2, \ldots, n$. For each $i$, $d_{T_{w_t}}(i)$ can choose from only two values; $d_{T_{w_t}}(i) = 1$ means to replace component $i$ and $d_{T_{w_t}}(i) = 0$ means not to replace component $i$.

Virtual action when there is no shop visit, i.e., the action at time $t$, $t \notin \{T_{w_t}, u = 1, 2, \ldots\}$. This action has no effect on the asset. It is introduced just for the completeness of the MDP model.

State vector of the Markov system at time $t$. We define $X_t = (s_t, w_t)$.

State space of the Markov system. $S := \{\{s_t, w_t\} : 0 \leq s_t(i) < s^0(i), w_t = 0 \text{ or } 1, i = 1, 2, \ldots, n\}$.

Action space of the Markov system. $A := \{\{0, 1\}^n, \alpha^n\}$, where $\{0, 1\}^n$ is an $n$-dimension vector space consisting of elements $0$ or $1$. Obviously, $A(X_t) = \{\alpha^n\}$, if $w_t = 0$, $A(X_t) = \{0, 1\}^n$, if $w_t = 1$; and $d_{T_{w_t}} \in \{0, 1\}^n$.

Replacement policy of the asset maintenance problem. We only consider the deterministic Markov policies which can also attain the optimal cost of randomized history-dependent policies for this problem [15]. We denote $\pi = \{\pi_0, \pi_1, \ldots, \pi_m, \ldots, \pi_T\}$, where $\pi_t$ is the decision rule at time $t$, i.e., $\pi_t$ is a mapping from state space $S$ to action space $A$. In fact, for $t \in \{T_{w_t}, u = 1, 2, \ldots\}$, i.e., $w_t = 1$, we know $\pi_t(X_t) = d_t \in \{0, 1\}^n$; for $t \notin \{T_{w_t}, u = 1, 2, \ldots\}$, i.e., $w_t = 0$, we know $\pi_t(X_t) = \alpha^n$. Therefore, in this paper, we only need to decide how to choose $\pi_t(X_t)$ when $w_t = 1$.

Cost function of the MDP model. It is easy to know that $r(X_t, \alpha^n) = 0, r(X_t, d_t) = c_0 + c^T d_t$, where the superscript $T$ denotes the vector transpose.

A sample path during the maintenance procedure which is obtained by simulation technique. To simulate this maintenance problem, at each time unit $t$, we need to generate a random number $\xi_t$ which is uniformly distributed in $[0, 1]$. If $\xi < p$, it means that the asset encounters a random failure at this time unit. Otherwise, there is no random failure at this time unit. Therefore, the total simulation process depends on the sequence of random numbers $\xi = \{\xi_0, \xi_1, \xi_2, \ldots, \xi_T\}$. We can consider that $\xi$ represents all the randomness in the maintenance problem.

System trajectory in the sample path $\xi$ with initial remaining lifetimes $s_0$ and policy $\pi$. It can completely determine the total states trajectory of the system in the current sample path.

Total maintenance costs from time $t_1$ to $t_2$ in the trajectory $(\xi, \pi, s_0)$.

From the description of this asset maintenance problem, we know that the maintenance process has Markovian property: If we know the current system state, the future system states are independent of the historical states. We can model this problem as a finite-horizon discrete-time Markov decision process. The state vector of the Markov system is $X_t = (s_t, w_t), t = 0, 1, 2, \ldots, T$. It is obvious that the size of the state space $S$ is $|S| = 2^{\sum_{i=1}^{n} s^0(i)}$, which grows exponentially with the number of components $n$. As we know, if there is no shop visit at time $t$, i.e., $w_t = 0$, the asset is in a good working condition and we need not to make replacement decision. Therefore, there is no action choosing when $w_t = 0$. It is different from the standard Markov decision processes where the action choosing is required at each state transition epoch. For the completeness of the MDP model, we define a special action $\alpha^*$ which represents the virtual action when $w_t = 0$. Thus, the available action space is $A(X_t) = \{\alpha^*\}$ when $w_t = 0$, and $A(X_t) = \{0, 1\}^n$ when $w_t = 1$. The deterministic Markov policy $\pi$ is a mapping from $S$ to $A$ at each time $t$, i.e., $\pi = \{\pi_0, \pi_1, \ldots, \pi_m, \ldots, \pi_T\}$. The decision rule at time $t$, $\pi_t$, is defined as $\pi_t(X_t) = d_t \in \{0, 1\}^n$ when $w_t = 1, \pi_t(X_t) = \alpha^*$ when $w_t = 0$. The cost functions are $r(X_t, \alpha^*) = 0$ and $r(X_t, d_t) = c_0 + c^T d_t$. The state transition probability at time $t$ under decision rule $\pi_t, \pi_t \{X_{t+1} | X_t, \pi_t\}$, can be written as

$$P_t\{X_{t+1} | X_t, \pi_t\} = \begin{cases} (1-p) I(s_{t+1}), & s_{t+1} = s_t - e + w_t(s^0 - s_t) \otimes d_t, \\
0, & \text{otherwise} \end{cases}$$

where $I(s_{t+1})$ is an indicator function which is defined as $I(s_{t+1}) = 0$ or $1$ if $\min_{i=1,2,\ldots,n}\{s_{t+1}(i)\} = 0$ or $> 0$. $e$ is the unitary vector defined as $e = (1, 1, \ldots, 1)^T \times n, \alpha \otimes b = (a_1 b_1, a_2 b_2, \ldots, a_{n} b_{n})^T$ means the respective elements of the $n$-by-1 column vectors $a$ and $b$ are multiplied. The optimization objective is to choose the optimal policy $\pi^*$ which minimizes the total maintenance costs in the contract period. This optimization problem can be written as

$$\pi^* = \arg \min_{\pi} E_{\xi} \left\{ \sum_{t=0}^{T} r(X_t, \pi_t(X_t)) \right\}$$

where $E_{\xi}\{\cdot\}$ denotes the expectation over all the sample paths $\xi$.

In this Markov decision model, since $\pi_t(X_t) = \alpha^*$ when $w_t = 0$, we only need to choose the action $\pi_t(X_t) = d_t$ when $w_t = 1$. For simplicity, $d_t$ is also referred to as $d_{T_{w_t}}$ since $t \in$
\{T_u, u = 1, 2, \ldots\} when \(u_0 = 1\). As we know, the decision variable \(d_T\) is a vector with \(n\) dimensions. Its element \(d_T(i)\) has two alternative values, 1 and 0, which respectively represent to whether replace this component or not. Therefore, the number of total actions at each shop visit time is \(|A| = 2^n\). In the practical problem, the number of components \(n\) is usually about several dozen, so the action space is very large. This is a curse of dimensionality if we want to find the optimal actions in the whole action space through enumeration.

There are some classical algorithms to solve the MDP problems, such as the policy iteration and value iteration for the infinite-horizon MDP, and the backward induction for the finite-horizon MDP. But these algorithms always suffer the curse of dimensionality when the system size increases. In the literature of MDP, many research interests are focused on the problem of large state space. For example, NDP [2], [16] attempts to use the neural network to approximate all the value functions. Other approaches for the problem of large state space include state aggregation [1], time aggregation [4], randomization [17], and so on. But little literature addresses the problem of large action space. When the action space is large, these approaches for large state space are even more difficult to apply. In this paper, we find the SRLF rule for our maintenance problem. It reduces the size of the action space from \(O(2^n)\) to \(O(n)\). Thus, the large action space problem is solved for this model. The details of the SRLF rule are presented in Section III.

III. SRLF RULE AND ITS OPTIMALITY

The SRLF rule is found originally from the asset maintenance problem. It can reduce the action space greatly. In this section, we first give the motivation which leads to the SRLF rule and then introduce this rule. Furthermore, we prove the optimality of this rule which means that it can preserve the optimal solutions in the reduced action space.

A. Motivation

In order to tackle the curse of dimensionality in MDP, methods are usually introduced using the special properties of a certain type of problems. Similarly, in our asset maintenance problem, we find the SRLF rule according to the property of this type of problems. First, we give some simple examples which motivate the SRLF rule.

For simplicity, we consider an infinite-horizon optimization problem for the asset maintenance where there are only two components. The fixed cost of a shop visit is 5 and the random failure probability of the asset is 0.1. When the asset enters the workshop for maintenance, the remaining lifetimes of components are 21 and 4, respectively. Below we discuss the optimal replacement decision in several cases.

In the first case, we assume that the two components are identical, e.g., their new lifetimes are both 30 and their prices are both 2. In this case, it is easy to understand that replacing component 2 is the most urgent, and then component 1. It is reasonable to replace the old component first since all these components are identical. So in this situation, we only need to decide how many old components should be replaced. The decision procedure is quite simple.

In the second case, we assume that the prices of components are 1 and 3, respectively, and their new lifetimes are both 30. Since component 2 is more expensive than component 1, it is suspicious whether we should replace the expensive component 2 first. How should we make the replacement decision in this situation?

Furthermore, in the third case, we suppose the prices of components are 1 and 3, respectively, and their new lifetimes are 30 and 7, respectively. Since the remaining lifetime of component 2 is quite close to its new lifetime, should we first replace this component which seems quite new?

From these cases, we find that the replacement decision is quite complex when the components are different. When the number of components increases, the action space increases exponentially. This adds on the difficulty of the decision procedure. Fortunately, we find that the optimal decisions in these three cases have a special property. The optimal decisions in the first and third case are both \((0, 1)\), and the optimal decision in the second case is \((1, 1)\). In fact, the structure of the optimal policy is similar to that in Fig. 3. These optimal decisions are accordant with our guess in the first case, i.e., we should replace the old component first. Furthermore, after we carefully investigate the characteristics of this type of maintenance problems, we find that the replacement rule in the first case is also correct in all the other situations. It is named the SRLF rule and it can simplify the decision procedure greatly.

B. Description of the Rule

The SRLF rule is described as follows.

When an asset enters the workshop for maintenance, we sort the remaining lifetimes of components in ascending order. If a component with large remaining lifetime is replaced, it is required that the components whose remaining lifetimes are smaller than this one should also be replaced.

As indicated by the name, the SRLF rule requires that components with short remaining lifetime should be replaced first. In the previous examples of Section III-A, the SRLF rule requires that if we decide to replace component 1, we should also replace component 2.

This rule looks somewhat straightforward, but if we consider that the new lifetimes and prices of all components are different, it is not clear whether the optimal solutions can be reserved after using this rule. Moreover, in some situations, this rule is counter-intuitive. For example, in the practical maintenance procedure, the workers are usually inclined to replace the cheap components first while not replace the expensive components. In another example, when the remaining lifetimes of two components are identical, it is also inclined to replace the component whose new lifetime is large while keeping the one whose new lifetime is short. These empirical methods are conflicted with the SRLF rule. It is necessary to prove the optimality of the rule rigorously before we use it.

C. Optimality of the SRLF Rule

In this section, we use a sample path based analysis to prove the optimality of the SRLF rule. Some notations which are used in the proof can be referred to in Section II-B. The detailed proof of Lemma 1 and Propositions 1 and 2 can be found in the Appendix.

**Lemma 1:** If \(s_{0}^{*} \geq s_{0}\) (component-wise), then for any policy \(\pi\) there exists a policy \(\pi'\) such that \(f_{\pi,s_{0}}^{c,T_{0}^{*}}(0,T_{1}^{*+}) \leq f_{\pi',s_{0}}^{c,s_{0}^{*}}(0,T_{1}^{*+})\) and \(s_{T_{1}^{*+}}^{*} \geq s_{T_{1}^{*+}}^{*},\) for all \(\xi\).

This lemma means that if the remaining lifetime at time 0 is larger, we can find a better policy whose cost is smaller at the
first shop visit. By induction, we can extend Lemma 1 to a more general result.

**Proposition 1:** If \( s_0' \geq s_0 \), then for any policy \( \pi' \) there exists a policy \( \pi \) which has \( r_{\pi', s_0'}(0,t) \leq r_{\pi, s_0}(0,t) \), for all \( \xi \) and \( t \). This proposition indicates that the cost in a sample path is monotone with respect to the initial remaining lifetime. Based on Proposition 1, we have Proposition 2 as follows.

**Proposition 2:** For any trajectory \((\xi, \pi, s_0)\), if at time \( T_\nu, s_{T_\nu}(i) < s_{T_\nu}(j) \), \( d_{T_\nu}(i) = 0, d_{T_\nu}(j) = 1 \), then a non-worse policy \( \pi' \) which is accordant with the SRLF rule can be constructed, i.e., \( r_{\pi', s_0'}(0,T) \leq r_{\pi, s_0}(0,T) \).

Inspired by Proposition 2, we have the following theorem about the optimality of the SRLF rule.

**Theorem 1 (The optimality of the SRLF rule):** The SRLF rule can preserve the optimal solutions in the reduced action space.

**Proof:** This theorem can be proved with Proposition 2 by iteration. From Proposition 2, it is known that for the actions of any two components not accordant with the SRLF rule at time \( T_\nu \), a non-worse trajectory \((\xi, \pi', s_0)\) that adopts this rule at time \( T_\nu \) for these two components can be constructed. This procedure can be iterated until at time \( T_\nu \) all the actions obey this rule. After the next shop visit time \( T_{\nu+1} \), this procedure can be continued until \( T \), so, for any time between 0 and \( T \), if the actions of some components do not accord with the SRLF rule, we can use Proposition 2 to construct a non-worse trajectory \((\xi, \pi', s_0)\) which obeys this rule. This proves Theorem 1.

We can use this rule to simplify the decision procedure greatly. At each shop visit time, instead of deciding what collection of components should be replaced, we only need to decide how many old components should be replaced, which are sorted ascendingly with their remaining lifetimes. Therefore, the action space is reduced from \( 2^n \) to \( n+1 \). In our practical asset maintenance problem, the number of components in an asset is typically about 30. Then, the action space is reduced from \( 2^{30} \) (about \( 10^9 \)) to 31. It is a great saving of the computation resource.

From the proof of the SRLF rule, it is shown that when the remaining lifetimes of some components are identical, their actions should also be identical. In other words, when some components have the same remaining lifetimes at the maintenance time, we should either replace all these components or not replace any of them, in spite of their different prices.

### IV. EXTENSIONS OF THE SRLF RULE

In this section, we discuss some extensions of the SRLF rule. Based on the SRLF rule, we derive some important theorems. These theorems describe the characteristics of the optimal policy in this maintenance problem. They are helpful for us to understand how to choose the optimal decisions. Furthermore, we generalize this particular asset maintenance problem to a class of maintenance problems. Some generalized conditions are introduced. The SRLF rule and the related theorems are still correct in this class of maintenance problems. Finally, we discuss the limitations of the SRLF rule and its future work.

#### A. Theorems Derived From the SRLF Rule

First, we derive some theorems based on the SRLF rule. These theorems are quite helpful for us to study the special properties of the optimal policy in the maintenance problem. They also can be used as guidelines for us to choose the optimal replacement decisions. Some of these theorems are similar to the related results in [14], but their problem model is different from ours.

**Theorem 2:** The optimal value function in this model is non-increasing with respect to the remaining lifetime vector. In other words, if \( X = (s_0, w), X' = (s_0', w) \), and \( s_0 \leq s_0' \), then \( v_T(X) \geq v_T(X') \).

**Proof:** In the finite-horizon MDP model, the optimal value function \( v_T^* \) is defined as [16]

\[
v_T^*(X) := E \left\{ \sum_{t=0}^{T} r(X_t, \pi_t^*(X_t)) \mid X_0 = X \right\}
\]

where \( T \) is the total time stage, \( \pi_t^*(X_t) \) is the optimal actions according to the optimal policy \( \pi^* \) at time \( t \). From Section II-B, it is shown that \( \sum_{t=0}^{T} r(X_t, \pi_t^*(X_t)) \leq \sum_{t=0}^{T} r(X_t, \pi_t^*(X_t)) \mid X_0 = (s_0, w) \), which obeys the SRLF rule. This proves Theorem 1.

We can use this rule to simplify the decision procedure greatly. At each shop visit time, instead of deciding what collection of components should be replaced, we only need to decide how many old components should be replaced, which are sorted ascendingly with their remaining lifetimes. Therefore, the action space is reduced from \( 2^n \) to \( n+1 \). In our practical asset maintenance problem, the number of components in an asset is typically about 30. Then, the action space is reduced from \( 2^{30} \) (about \( 10^9 \)) to 31. It is a great saving of the computation resource.

From the proof of the SRLF rule, it is shown that when the remaining lifetimes of some components are identical, their actions should also be identical. In other words, when some components have the same remaining lifetimes at the maintenance time, we should either replace all these components or not replace any of them, in spite of their different prices.
With Theorem 3, we know that the optimal decisions for some remaining lifetime vectors are identical, so we can only focus on the replacement optimization of parts of remaining lifetime vectors. It simplifies the asset maintenance problem and speeds up the optimization procedure.

Theorem 4: At any shop visit time \( T_n \), if two remaining lifetime vectors, \( s_{T_n} \) and \( s'_{T_n} \), have the relationship: \( s_{T_n}(i) \geq s'_{T_n}(i) \) for any given \( i \), and \( s_{T_n}(j) = s'_{T_n}(j) \) for all the other \( j \neq i \), then the optimal decisions have \( d_{T_n}^*(i) \leq d'_{T_n}^*(i) \).

Proof: Theorem 4 says that at shop visit time \( T_n \) for any component \( i \), if we fix the remaining lifetimes of other \( n-1 \) components and change the remaining lifetime of component \( i \), then the optimal decision of component \( i \) is nonincreasing with respect to \( s_{T_n}(i) \). It can be easily derived from Theorem 3. We prove it from two cases according to the value of \( d_{T_n}^*(i) \).

1) If \( d_{T_n}^*(i) = 1 \):
In this case, we find that the two remaining lifetime vectors \( s_{T_n} \) and \( s'_{T_n} \) are just accordant with the condition in Theorem 3. From Theorem 3, we know that the optimal decisions of these two remaining lifetime vectors are identical, i.e., \( d_{T_n}^*(i) = d'_{T_n}^*(i) \). Therefore, it is obvious that \( d_{T_n}^*(i) \leq d'_{T_n}^*(i) \).

2) If \( d_{T_n}^*(i) = 0 \):
The optimal decision \( d_{T_n}^*(i) \) is either 1 or 0, both satisfying \( d_{T_n}^*(i) \leq d'_{T_n}^*(i) \).
So it is proved that the optimal decision of component \( i \) is nonincreasing with respect to its remaining lifetime when the remaining lifetimes of other components are fixed.

In fact, Theorem 4 can be viewed as a special case of Theorem 3, but Theorem 4 emphasizes the monotone property of the optimal policy. It is an important property of this kind of maintenance problem.

These three theorems can be viewed as the derivations of Proposition 1. They are very easy to use and quite helpful for us to choose the optimal replacement decisions in the maintenance problem. They also give some interesting insights into the characteristics of the optimal policy. The examples in Section IV illustrate how to use these theorems to speed up the optimization procedure of the maintenance problem.

B. Generalized Conditions of Maintenance Problems

As we know, the proof of the SRLF rule is based on our particular asset maintenance problem. In fact, we can generalize some conditions of this problem and keep the SRLF rule still effective under these conditions, so we can extend the rule to a wider application situation. The generalized conditions mainly include the following aspects.

Condition 1: The random failure probability of the asset can be any distribution.

In our particular maintenance problem, we assume that the random failure probability of the asset is a constant. In fact, we can generalize it to an arbitrary random failure distribution, but we still require that the random failure distribution should be independent of the remaining lifetimes of components.

Since the total randomness in this maintenance problem is the random failure of the asset, we know that the arbitrary random failure distribution only affects the maintenance time which is caused by the random failure. Other system characteristics are not affected by this changed random failure distribution. From the simulation methodology, we know that the system randomness is all generated from a sequence of uniformly distributed random numbers \( \xi = \{\xi_0, \xi_1, \xi_2, \ldots\} \). With \( \xi \) and the random failure distribution function \( F(\xi) \), the time sequence of random failure \( \{T_1, T_2, T_3, \ldots\} \) can be determined by the inverse-transform method, where \( T_i \) is the time of the \( i \)th random failure. In detail, they are determined as \( T_1 = 0 + F^{-1}(\xi_0), T_2 = T_1 + F^{-1}(\xi_1), T_3 = T_2 + F^{-1}(\xi_2), \ldots \)
Therefore, we can still use \( \xi \) to represent the system sample path, and the system trajectory is also determined by \( (\xi, \tau, s_0) \). Therefore, the change of the random failure distribution does not affect the proof of the SRLF rule. This rule is still correct for any distribution of random failure probability.

Condition 2: The criterion of MDP model can be the infinite-horizon average cost criterion.

Our original problem is modelled as a finite-horizon Markov decision process. If we extend the contract time \( T \) to infinity, this problem becomes an infinite-horizon Markov decision problem. It is obvious that this modification does not affect any proof of the SRLF rule except that we let \( T \) go to \( \infty \). Thus, it is reasonable to expect that the SRLF rule is still effective with the infinite-horizon average cost criterion.

Furthermore, we have a preliminary consideration about a general condition where the random failure probability of components cannot be neglected. In this situation, we consider that each component has a random failure distribution and the random failure of the entire asset can be omitted. When one of the components encounters a random failure or its remaining lifetime is zero, the asset should be sent to the workshop for maintenance. The following schemes are similar to those of the original model. We consider a simple situation, where the random failure distribution of each component is an exponential distribution with parameter \( 1/s_0(i) \). The expected time for the random failure occurring will be larger. For this new model, it is natural to expect that the SRLF rule is still correct. But the theoretical proof is not straightforward because it is difficult to determine the order of the random failure of each component occurring. This problem is quite interesting and deserves further investigation.

With these generalized conditions, the SRLF rule has a much wider application situation. The related theorems are also correct in these new situations. These properties are significant for us to study the optimization of this kind of maintenance problems.

C. Limitations of the SRLF Rule

Although the SRLF rule is quite helpful for us to optimize the maintenance problems, it also has some limitations. In order to help the practitioners to use it in the practical applications, we give a discussion about the related limitations and its future work.

The first limitation is about the interdependency among components. In our model, we assume the components are independent and their remaining lifetimes decrease linearly with time. As we discussed in Section II-A, this assumption is reasonable for the safety-critical components since their working status is required to be very stable. But, if we consider the maintenance of less critical components, this assumption may be not satisfied. In this situation, the components can be interdependent and the remaining lifetime of one component can affect the decreasing rate of the remaining lifetimes of other components.
This model is much more complicated. The correctness of SRLF rule depends on the details of the interdependency among components. In some situations, the SRLF rule will be not correct. For example, we consider three components with remaining lifetimes \((5, 7, 60)\). The remaining lifetimes of components 1 and 2 are small and are going to zero, which means they are in bad working status. Component 3 is in good working status. Since the components have interdependency, the bad working status of components 1 and 2 will affect the decreasing rate of component 3. The current bad status of component 2 makes the remaining lifetime of component 3 decrease with time at rate 2, while the current bad status of component 1 makes the remaining lifetime of component 3 decrease with time at rate 1. After components 1 and 2 are replaced and in good working status, the remaining lifetime of component 3 will decrease with time at rate 1. In this example, it is reasonable for us to replace component 2 first, because it affects component 3 more heavily. Thus, the SRLF rule is not satisfied in this situation. It demonstrates that the interdependency among components will affect the correctness of the SRLF rule. This problem is quite interesting and deserves further investigation.

Another limitation is that we assume the random failure of components can be neglected. If the random failure of components cannot be neglected, we need further study about the SRLF rule. Concerning this problem, we have given a preliminary discussion in Section IV-B. This is another future work.

V. COMBINATION WITH NDP TECHNIQUES

As we know, NDP is an approach to solve the large-scale stochastic optimization problems [2], [10], [16]. It is also referred to as reinforcement learning in the field of artificial intelligence [21]. NDP uses the architecture approximation techniques to solve the large state space problem. But it is difficult for NDP to handle the large action space problem. Since the NDP can tackle the large state space problem and the SRLF rule can cut down the action space, it is natural for us to consider the combination of NDP techniques and the SRLF rule. In this section, we develop an on-line algorithm which combines the temporal difference (TD(\(\lambda\))) learning algorithm and the SRLF rule. This algorithm is efficient to solve the large-scale maintenance problem. Since the SRLF rule has been generalized to the infinite-horizon MDP model, we will use the infinite-horizon average cost criterion in the following sections. Thus, we only need to consider the stationary policies, i.e., \(\pi_t \equiv \pi\) for all time \(t = 0, 1, 2, \ldots\). This can simplify the optimization analysis of maintenance problems. On the other hand, we can view the optimization of stationary policies as an approximation for the finite-horizon MDP problem.

As we know, in an ergodic MDP problem with infinite-horizon average cost criterion and stationary policy, we can define the performance potential as below [5] (which is also called relative value function or bias)

\[
g(X) = \lim_{T \to \infty} E \left\{ \sum_{t=0}^{T} [r(X_t, d_t) - \eta] \mid X_0 = X \right\} \tag{3}
\]

where \(d_t\) is the action at time \(t\) with a little notation abuse, and \(\eta\) is the average cost as

\[
\eta = \lim_{T \to \infty} \frac{1}{T+1} E \left\{ \sum_{t=0}^{T} r(X_t, d_t) \right\}. \tag{4}
\]

From the policy iteration of MDP, we know that the policy can be improved through the following step:

\[
d_t = \arg\min_{d \in \mathcal{A}(X_t)} E \{r(X_t, d) - \eta + \gamma g(X_{t+1})\}. \tag{5}
\]

When the state space increases exponentially with the system size, it is difficult to estimate all the performance potentials at every state. NDP is proposed to solve this problem using the architecture approximation techniques. It uses some architecture functions, e.g., the artificial neural networks, to approximate the performance potentials of systems. Below, we discuss one of the NDP algorithms, the TD(\(\lambda\)) learning algorithm, to solve this maintenance problem.

In the TD(\(\lambda\)) algorithm, we use the linear summation of basis functions to approximate the performance potentials

\[
g(X) = \sum_{k=1}^{K} \psi_k(X) \cdot \eta_k \tag{6}
\]

where \(\psi_k(\cdot)\) is the \(k\)th basis function and \(\eta_k\) is its coefficient. The selection of basis functions, which are also called features, is heavily dependent on the user’s experience. With these approximate performance potentials, we can make our decision according to (5) at each decision time. In order to strengthen the exploration ability of the algorithm, we use the \(\epsilon\)-greedy method to adopt the decision, i.e., we adopt the actions of (5) with probability \(1 - \epsilon\) and adopt other random actions from the whole \(\mathcal{A}(X_t)\) with probability \(\epsilon\), where \(\epsilon\) is a small probability which may change with time. After adopting action \(d_t\), we can obtain the cost \(r(X_t, d_t)\) and the next system state \(X_{t+1}\). The temporal difference \(\delta_t\) can be calculated as

\[
\delta_t = r(X_t, d_t) - \eta_k + g(X_{t+1}) - g(X_t)
\]

\[
= r(X_t, d_t) - \eta_k + \sum_{k=1}^{K} \psi_k(X_{t+1}) \cdot \eta_k
\]

\[
- \sum_{k=1}^{K} \psi_k(X_t) \cdot \eta_k \tag{7}
\]

where \(\eta_k\) is the average cost which can be estimated as

\[
\eta_k = \frac{1}{t+1} \sum_{t=0}^{T} r(X_t, d_t)
\]

\[
= \eta_{k-1} + \frac{1}{t+1} [r(X_t, d_t) - \eta_{k-1}]. \tag{8}
\]

With (7), we get the following TD(\(\lambda\)) learning formula to update the coefficient vector \(\mathbf{v} = (\nu_1, \ldots, \nu_K)\):

\[
\mathbf{v} \leftarrow \mathbf{v} + \gamma_t \mathbf{Z}_t \delta_t \tag{9}
\]
where $\gamma_t$ is a series of learning step-size, $\mathbf{Z}_t$ is called the eligibility traces which are defined as

$$\begin{align*}
\mathbf{Z}_t &= \sum_{\tau=0}^{t} \lambda^{t-\tau} \nabla \mathbf{v}(X_\tau) \\
&= \lambda \mathbf{Z}_{t-1} + \nabla \mathbf{v}(X_t) \\
&= \lambda \mathbf{Z}_{t-1} + \psi(X_t)
\end{align*}$$

(10)

where $\lambda$ is a parameter in $[0,1]$, $\nabla \mathbf{v}$ denotes the gradients with respect to $\mathbf{v}$, $\psi(\cdot)$ is the vector consisting of basis functions, i.e., $\psi(\cdot) = (\psi_1(\cdot), \ldots, \psi_K(\cdot))$.

Therefore, we give the following TD($\lambda$) algorithm to optimize this asset maintenance problem.

Algorithm 1. TD($\lambda$) Algorithm With the SRLF Rule:

Step 1) Select the proper basis functions $\psi(\cdot)$, $\gamma_t$, and $\lambda$. Set the initial parameters $\mathbf{v}$ and $X_0$.

Step 2) At each decision time $t$, use (5) and the $\epsilon$-greedy method to determine the action $d_t$.

Step 3) With (7), (8), (9), and (10), update the coefficient vector $\mathbf{v}$.

Step 4) Continue step 2 at the next decision time $t+1$, to the end of the simulation period.

In the above algorithm, we should combine the SRLF rule in the action selection formula (5). It can reduce the size of action space $A(X_t)$ to $n+1$. Without the SRLF rule, the size of $A(X_t)$ is $2^n$ and the action selection in (5) is infeasible for the practical problems. Since the NDP algorithm can converge to the global optimum theoretically and the optimality of SRLF rule has been proved, it is natural to know that Algorithm 1 can also converge to the global optimum theoretically. Therefore, this algorithm combines the advantages of NDP techniques and SRLF rule. It can handle the large state space problem and the large action space problem. Moreover, this algorithm can be implemented with an on-line manner. It is important for the application in practice. The efficiency of this algorithm is demonstrated in Section VI.

VI. NUMERICAL EXAMPLES

The SRLF rule can be implemented within the framework of the traditional MDP algorithm or the NDP algorithm. The action space can be reduced dramatically without loss of the policy optimality. In this section, first we use the value iteration algorithm to demonstrate the optimality of the SRLF rule and the related theorems. Then we give an experiment of Algorithm 1 to demonstrate the efficiency of NDP algorithm with the SRLF rule. Please note, the optimization criterion in this section is the infinite-horizon average cost criterion.

A. Experiment 1

In order to visually describe the structure of the policy space, the number of components is chosen as 2. The new lifetimes of the two components are 10 and 15, respectively. The fixed cost of a shop visit is 5. The prices of these two components are 6 and 10, respectively. The random failure probability of the asset at each time unit is 0.1. The objective is to minimize the average maintenance cost in infinite horizon. The stopping criterion of the value iteration algorithm is that the maximum error of the value functions between two iterations is smaller than $\epsilon = 0.001$. Under this condition, we get the $\epsilon$-optimal policy. The detailed value iteration algorithm for the infinite-horizon average cost MDP model can be referred to in [15].

Two different implementations of the value iteration algorithm are compared. One uses the SRLF rule when choosing actions in the action space. The other does not use the SRLF rule and enumerates all the possible actions in the whole action space. These two implementations get the same optimal policy which is demonstrated in Fig. 3, so it is verified that the SRLF rule can preserve the optimality of actions and reduce the action space greatly at the same time.

As illustrated in Fig. 3, the optimal policy is not a threshold-type policy, which means that if the remaining lifetime of component is smaller than a threshold, this component should be replaced. Below, we demonstrate that the optimal policy obtained agrees with the theorems in Section IV-A.

From Fig. 3, we see that for the state (8, 5), the optimal decision is (0, 1); for the state (8, 9), the optimal decision is (0, 0); for the state (8, 11), the optimal decision is (1, 0); for the state (8, 12), the optimal decision is (0, 0). It means that when the remaining lifetime of component 1 is fixed and the remaining lifetime of component 2 is increased, the optimal decision of component 2 is nonincreasing. This agrees with Theorem 4.

From Fig. 3, we also see that for the state (6, 8), the optimal decision is (1, 0). For the left parts of the horizontal line across (6, 8), their optimal decisions are all (1, 0). On the other hand, for the state (8, 5), the optimal decision is (0, 1). For the down parts of the vertical line across (8, 5), their optimal decisions are all (0, 1). These agree with Theorem 3.

Moreover, we give an example which is somewhat counterintuitive but still accordant with the SRLF rule, thus shows the SRLF rule is a nontrivial rule. For the state (8, 10), the optimal decision is (1, 0). Since the state (6, 6) is worse than (8, 10), we may empirically think that it needs more replacement. But the optimal decision for (6, 6) is (0, 0). It is counterintuitive, but still accordant with the SRLF rule. It can be partially explained as follows. After we replace component 1 for state (8, 10), the state will become (10, 10), where the remaining lifetimes of two components are the same and we call these two components “synchronized.” The synchronized components can be utilized more efficiently, since probably we can replace the two components...
when they are both exhausted after ten time units. Thus, the remaining lifetimes of these two components are not wasted in this situation. It is also easy to understand that the optimal decision for state (6, 6) is (0, 0), since the components are synchronized and we can utilize them more efficiently when they are expired after six time units. This is an interesting phenomenon in the multicomponents maintenance problem and deserves further investigation.

The usage of Theorems 3 and 4 can also be demonstrated in this figure. For example, if we know the optimal decision for the state (5, 7) is (1, 1), with Theorem 3 we can infer that the optimal decisions for the rectangle area located at the left-down of the point (5, 7) are all (1, 1). For another example, if we know the optimal decision for the state (7, 6) is (0, 0), with Theorem 4 we can infer that the optimal decisions for the points located at the up parts of the vertical line across (7, 6) are all (0, 0). We can also infer that the optimal decisions for the points located at the right parts of the horizontal line across (7, 6) are all (0, 0). With these theorems, the process of choosing the optimal decisions can be simplified greatly.

B. Experiment 2

To demonstrate the efficiency of the SRLF rule, we give a comparison of two simulation experiments of Algorithm 1. One is implemented with the SRLF rule and the other is implemented without this rule. The cost of each shop visit is \( c_0 = 10 \) and the random failure probability is \( p = 0.015 \). For simplicity, we assume that all the components are identical and the new lifetime is 100, the price is 2. The simulation length of the two experiments are both \( T = 10^5 \). The selection of basis functions is important for Algorithm 1. We choose the basis functions as follows. The first basis function indicates whether the asset is in maintenance status, i.e., \( \psi_2(X_t) = \psi_q \). The other basis functions are defined as the number of components whose remaining lifetimes are between a particular zone, e.g., \( \psi_k(X_t) = \{i : (k-2)\Delta \leq \hat{s}_t(i) < (k-1)\Delta, i = 1, 2, \ldots, n\}, k = 2, \ldots, K, \) where \( \Delta \) is the separate time period. In this experiment, we set \( \Delta = 5 \). The learning step-size is \( \gamma_t = 0.0001, \epsilon = 0.01 \), and \( \lambda = 0.1 \). The selection of these parameters are mainly based on our experiences of this project and trial-and-error. The initial state \( X_0 \) and coefficients \( \nu \) are chosen arbitrarily.

The simulation program is implemented with the MATLAB v7.1 and it is tested on a personal computer with an Intel Pentium D 2.8 GHz CPU, 2 GB RAM, and Windows XP Professional operating system. When increasing the number of components \( n \) from 2 to 11, we compare the computation time of the two simulations. The results are illustrated by Fig. 4. It is found that without the SRLF rule, the computation time of Algorithm 1 will grow exponentially with the system size, while the computation time of Algorithm 1 with SRLF rule will be approximately constant. Therefore, it is demonstrated that the SRLF rule cuts down the action space greatly and improves the efficiency of optimization algorithms.

Below, we give another experiment about using the TD(\( \lambda \)) algorithm with the SRLF rule to optimize a practical asset maintenance problem. The number of components is \( n = 30 \) and the new lifetimes of components are \( s^T \in (112, 225, 130, 152, 241, 280, 175, 192, 102, 233, 61, 201, 236, 247, 142, 138, 226, 92, 124, 269, 211, 119, 188, 195, 129, 243, 264, 193, 172, 148)^T \). The prices of components are \( c = (1, 2, 2, 3, 1, 3, 2, 1, 3, 1, 1, 2, 2, 3, 1, 1, 1, 2, 1, 1, 2, 2, 1, 1, 1, 2)^T \). The total simulation length is \( T = 10^6 \) and we choose an arbitrary initial state \( X_0 \). The initial coefficient vector \( \nu \) can also be chosen arbitrarily and here we set it as all zeros. All the other parameters are the same as those in the previous experiment. We consider the average cost criterion to minimize the average maintenance cost. The simulation results are illustrated by Fig. 5. We run the simulation for ten replications. The mean cost is 0.6551 and the standard deviation is 0.0056. As a comparison, we consider the “one-stage analysis” method used in [20]. The main idea of this method is to choose the action which minimizes the cost of current shop visit over the expectation of time period to the next shop visit. The simulation length is also \( T = 10^6 \) and we run the simulation for ten replications. The mean cost is 0.6683 and the standard deviation is 0.0025. From these two experiments, we can see that Algorithm 1 with the SRLF rule has a competitive performance compared with the “one-stage analysis” method. Moreover, in Algorithm 1, since quite a few parameters are selected by the user’s experience, it is possible to find an even
better parameter setting and improves the performance. The selection of parameters is heavily dependent on the user’s experience of the projects and trial-and-error. Therefore, it is demonstrated that Algorithm 1 is quite promising for such a large-scale stochastic optimization problem. However, if we do not use the SRLF rule, we find that the simulation can be hardly executed, because the action space, $|A(X)| = 2^{30}$, is too large to search with formula (5).

VII. CONCLUSION

In this paper, a new joint replacement maintenance model with safety-critical components is introduced. This maintenance problem is modelled as an MDP problem. We find the SRLF rule to reduce the large action space. The optimality of the rule has been proved and some related theorems are also derived. With this rule, we find that the optimal policy has monotone property with respect to the remaining lifetimes of components. The rule and related theorems are quite helpful for us to choose the optimal replacement decisions in the maintenance problem. Furthermore, we give the on-line learning algorithm which combines the advantages of NDP techniques and the SRLF rule. This algorithm is promising to handle the large-scale maintenance problem. However, there are still some problems that need further investigation. For example, according to the property of this type of maintenance problems, we have the problem of how to choose the basis functions of the TD($\lambda$) algorithm. It has important effects on the algorithm performance. Another future work is how to extend our results to a more complicated model which considers the random failure and interdependency among components. Our work gives some useful insights into these types of maintenance problems.

APPENDIX

Proof of Lemma 1: We show how to construct such a policy $\pi'$ as follows. Define $T'_{\text{min}} = \min_{i=1,2,\ldots,n}(s_i(0))$ and $T'_{\text{min}} = \min_{i=1,2,\ldots,n}(s_i(0))$. Since $s'_0 \geq s_0$, we have $T'_{\text{min}} \leq T_{\text{min}}$.

Case 1: $T'_1 < T'_{\text{min}}$. In this case, the first shop visit in trajectory $(\xi, \pi, s_0)$ is caused by a random failure, because at time $T'_1$ the shortest remaining lifetime of components is $T'_{\text{min}} - T'_1 > 0$. Since the randomness in both trajectories $(\xi, \pi, s_0)$ and $(\xi, \pi, s'_0)$ is identical, the first shop visit in trajectory $(\xi, \pi, s'_0)$ is also caused by the random failure, and $T'_1 = T_1$. At time $T'_1$, we can construct the policy $\pi'$ such that the action of $(\xi, \pi, s'_0)$ is the same as that of $(\xi, \pi, s_0)$ at time $T_1$, i.e., $d'_{T'_1}(i) = d_{T_1}(i)$, for all $i$. As shown in Fig. 6, we have $s'_{T'_1} \geq s_{T_1}$ and $f^\pi_{(0,T'_1)} = f^{\pi'}_{(0,T'_1)}$.

Case 2: $T'_1 = T'_{\text{min}}$. In this case, the first shop visit in trajectory $(\xi, \pi, s_0)$ is caused by the expiration of some components, and there is no random failure during period $[0, T_1]$. Because the randomness in both trajectories is identical and $T'_{\text{min}} \geq T_{\text{min}}$, the first shop visit in trajectory $(\xi, \pi, s'_0)$ happens later due to either random failure or the expiration of some components, i.e., $T'_1 \geq T_1$. At time $T'_1$, if component $i$ is replaced during period $[0, T'_1]$ in trajectory $(\xi, \pi, s'_0)$, then the policy $\pi'$ replace this component too; otherwise, it is not replaced, i.e., $d'_{T'_1}(i) = \max_{0 \leq t \leq T'_1} d_t(i)$, for all $i$. Then we have $s'_{T'_1} \geq s_{T'_1}$. For illustration purposes, we show a simple example in Fig. 7. Because the number of shop visits and the set of replaced components in trajectory $(\xi, \pi, s'_0)$ are not larger than those in trajectory $(\xi, \pi, s_0)$ during period $[0,T'_1]$, we have $f^{\pi'}_{(0,T'_1)} \leq f^{\pi}_{(0,T'_1)}$. This completes the proof.

Proof of Proposition 1: First, we consider the case $t = T'_1, T'_2, \ldots$. Lemma 1 is the special case of Proposition 1, where $\bar{t} = T'_1$. Using Lemma 1, we can construct a policy $\pi'$ s.t. $s^2_{T'_1} \geq s^1_{T'_1}$ and $f^{\pi'}_{(0,T')} \leq f^{\pi}_{(0,T')}$. If we regard $s^1_{T'_1}$ and $s^1_{T'_2}$ as the initial conditions of period $(T'_1, T'_2)$ and apply Lemma 1 again, we can construct a policy $\pi''$ s.t. $s^2_{T'_{T_2}} \geq s^1_{T'_{T_2}}$ and $f^{\pi''}_{(0,T')} \leq f^{\pi'}_{(0,T')}$. Following this idea and noting that $f^{\pi'}_{(0,T')} = f^{\pi'}_{(0,T'_1)} + f^{\pi'}_{(0,T'_1, T'_2)} + \cdots + f^{\pi'}_{(0,T'_1, T'_2, T'_3)}$ and $f^{\pi''}_{(0,T')} = f^{\pi''}_{(0,T'_1)} + f^{\pi''}_{(0,T'_1, T'_2)} + \cdots + f^{\pi''}_{(0,T'_1, T'_2, T'_3)}$, we can prove Proposition 1 for $t = T'_1, T'_2, \ldots$.

Second, we consider the case $T'_1 < t < T'_2$. By definition, there is no shop visit during period $(T'_1, T'_2)$ and the maintenance cost happens only in shop visits. Therefore, we have $f^{\pi'}_{(0,t)} = f^{\pi'}_{(0,T'_1)}$. But in trajectory $(\xi, \pi, s_0)$, there may be some shop visits during period $(T'_1, t)$, so $f^{\pi}_{(0,t)} \geq f^{\pi}_{(0,T'_1)}$. Then it is obvious that $f^{\pi}_{(0,t)} \leq f^{\pi'}_{(0,t)}$. This completes the proof.
than once in trajectory \((\xi_t, \pi_t, s_0)\), so \(f^{\xi_t, \pi_t, s_0}_{T_u, T} \leq f^{\xi_t, \pi_t, s_0}_{(T_u, T)}\).

For period \((T^+, T]\), since \(s_{T^+}^i \geq s_{T^+}^j\), Proposition 1 ensures the existence of \(\pi^{'}\), s.t. \(f^{\xi_t, \pi_t, s_0}_{(T^+, T]} \leq f^{\xi_t, \pi_t, s_0}_{(T^+, T)}\) so in this case, we also have \(f^{\xi_t, \pi^{',} s_0}_{(T^+, T]} \leq f^{\xi_t, \pi_t, s_0}_{(T^+, T)}\).

Combining Case 1, Case 2, and \(f^{\xi_t, \pi_t, s_0}_{(T^+, T]} = f^{\xi_t, \pi_t, s_0}_{(T^+, T)}\) we have constructed \(\pi^{'}\) which is accordant with the SRLF rule and \(f^{\xi_t, \pi^{',} s_0}_{(T^+, T]} \leq f^{\xi_t, \pi_t, s_0}_{(T^+, T)}\). This completes the proof. □
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